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We present measurements and calculations ofDn50 dielectronic recombination resonances of boronlike
argon between 0.2 and 6 eV. A storage ring equipped with an electron cooler was used for the measurements.
Methods employed to reduce the electron energy distribution and improve the accuracy of resonance energy
measurements have yielded an energy resolution of 30 meV full width at half maximum at low energies, and
an energy uncertainty better than 30 meV. The high energy resolution results from the use of an adiabatic
expansion technique to reduce the transverse electron energy distribution. The improved accuracy in energy
determinations is achieved through the inclusion of variations in the ion velocity, which occur during scans of
the electron velocity, in the relative velocity transformations. Calculations of the resonance strengths and
energies were made using two different methods, multiconfiguration Dirac-Fock and multiconfiguration Breit-
Pauli approximations. A comparison of the experimental data to the calculations shows fair agreement in both
the spectral features and integrated intensities above 3 eV. However, poor agreement is found below 3 eV.

PACS number~s!: 34.80.Kw, 34.80.Dp, 32.80.Hd

I. INTRODUCTION

Dielectronic recombination~DR! is an important electron-
ion recombination process in laboratory and astrophysical
plasmas@1–3#. This resonant process, which occurs in two
steps, generally has an intensity much larger than the radia-
tive recombination~RR! cross section in the same energy
region, especially at higher energies. In the first step a free
electron excites a bound electron by transferring an energy in
excess of its kinetic energy; the free electron is thereby cap-
tured into a bound state. The second step in the vast majority
of cases is the time-reversal process of autoionization, pro-
ducing a net process of resonant elastic scattering. However,
a small fraction~typically ,0.001) decay by photon emis-
sion and a stable recombination product is formed. Theoreti-
cal treatment of the resonance cross sections involves calcu-
lation of the energies of doubly excited states as well as the
calculation of autoionization and radiative decay rates, and
experiments on DR provide a proving ground for these
atomic structure calculations.

Within a little more than 12 years experiments have pro-
gressed from the first measurements of DR@4–6#, to the
present era of storage rings, which currently have an energy
resolution of;20 meV full width at half maximum at low
energy, and perform measurements of highly-charged ions
such as lithiumlike gold~Au761) @7#. In the high energy
range (E.500 eV! electron beam ion traps are capable of
performing measurements, including excitation and ioniza-
tion as well as recombination, on highly charged ions at up to
200 keV@8,9#.

Studies of DR have generally concentrated on few-
electron targets. For example, hydrogenlike@10#, heliumlike
@11,12#, and lithiumlike @13# systems have received a great

deal of attention. While it might appear that a lithiumlike ion
provides a complex target, at low and medium energies@be-
low the core (1s2) excitation threshold# this is essentially a
one-electron target. At low energies that system is of special
interest because of the fine-structure splitting of the
(Dn50) 2pnl J5 1

2 and J5 3
2 series. In the present case,

boronlike argon presents a genuine three-electron target at
low energies. This complex target provides an enormous ar-
ray of doubly excited states. Because the present studies in-
volve 2s→2p excitation, complex fine-structure effects arise
through the coupling of four electrons:

@1s2 J50#2s2~J50!; 2p~J51/2!1e2

→@1s2J50#2s2p~J8!; 2p~J9!; nl ~J-!, ~1!

whereJ98 is the total angular momentum. A merged-beam
technique has been used previously to measure the DR of
boronlike N21, O31, and F41 @14#. Agreement between
theoretical and experimental determinations of dielectronic
recombination energies and strengths has generally been
good for few-electron systems, especially forDn51 reso-
nances. The results of the present study show that this trend
may not continue for more complex systems.

II. EXPERIMENT

A. Setup

The measurements were performed using the heavy ion
storage ring CRYRING at Stockholm University’s Manne
Siegbahn Laboratory@15#. The 36Ar 131 ions were supplied
by an electron beam ion source, and boosted to the injection
energy of 300 keV/amu by a radio frequency quadrupole
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accelerator. Following injection the ions were accelerated to
the highest circulation energy possible, approximately 11
MeV/amu, in order to reduce beam losses due to scattering
and electron capture from residual gases. The ion beam life-
time at cooling was estimated to be 30 sec. The average
number of ions in the ring was estimated to be 106 as deter-
mined from measurements of the ion beam current using an
inductive current integrator@16#. The ion and electron beam
currents were 1.7mA and 158 mA, respectively.

As the ion velocity approaches that of the electrons in the
cooler the ions experience a drag force that tends to equalize
the average beam velocities. Over a period of approximately
2 sec the ion beam is cooled, and reaches a momentum
spreadDp/p,1025 as determined from the Schottky noise
spectrum. More direct evidence of cooling is given by the
reduction of the ion beam diameter, which contracts to ap-
proximately 1 mm; its initial diameter is roughly 2 cm. Over-
lap of the beams is assured, since the electron beam has a
fixed diameter of 4 cm. The electron-ion interaction region,
determined primarily by the deflection of the electron beam
at the cooler’s toroids, was estimated to be 8068 cm.

The measurements reported here take advantage of an or-
der of magnitude reduction in the transverse temperature of
the electron beam. The reduction is achieved through adia-
batic expansion of the electron beam in the cooler’s solenoi-
dal field. Recent modifications to the cooler allow the mag-
netic field intensity near the cathode to be set to ten times the
value used in the electron-ion interaction region. As the cy-
clotron orbit of the electrons expands in the decreasing mag-
netic field the transverse temperature is reduced to
T'→T'Bcool/Bcath, whereB cool is the magnetic field in the
cooler’s interaction region andB cath is the magnetic field at
the cathode. With this technique the transverse electron tem-
perature is reduced from approximatelykBT'50.1 eV~1100
K! at the cathode to.10 meV in the interaction region. In
addition, the longitudinal electron energy distribution is fur-
ther reduced by the kinematic transformation to the moving
frame, and has an expected temperature of roughly 1024 eV.
Details may be found in Ref.@17#.

Electron-ion recombination experiments using coolers as
described here are essentially merged-beam experiments.
Precise control over the range of interaction conditions is
essential to the method. For the coaxial beam arrangement in
storage rings, alignment of the two beams is virtually auto-
matic, with fine tuning facilitated through optimization of the
Schottky spectrum. In addition, reduction of the ion beam
diameter limits interactions to the center of the electron
beam, where space-charge-induced electric fields, as well as
the resultant range of electron velocities, are minimal. Once
the beams are aligned and cooled, interactions take place
over a range of relative energies determined by the distribu-
tion of electron velocities and the difference, if any, in the
average electron and ion velocities. Differences in the aver-
age velocities are achieved by altering the cathode voltage in
a controlled manner; scans of relative interaction energies are
performed using this method. Further details are given in
Ref. @18#.

After recombination in the cooler the charge-changed ions
are separated from the primary beam as they pass through the
30° bending magnet located beyond the cooler. These sepa-
rated Ar121 ions are detected with a surface barrier detector

~SBD! that has an efficiency of approximately 100%. Figure
1~a! shows the total number of detected Ar121 ions as a
function of time during the energy scans. This data contains
four copies of the DR spectrum in the energy range 0–6 eV.
Transformation of these data sets to center-of-mass energies
is complicated by the variation of the average ion beam ve-
locity during the energy scans. These four copies of the spec-
trum are used to fine tune the energy transformation, as de-
scribed below.

B. Energy calculations

The cooling force between the electrons and ions is, non-
relativistically and without inclusion of magnetic effects aris-
ing from the weak solenoidal field which guides the electron
beam, given by

F~ t !5F0c
2E Lc~ve ,vi ! f ~ve!

ve2vi
uve2vi u3

d3ve , ~2!

whereF054pQ2ner e
2mec

2, Q is the ion charge,ne is the
electron density,r e is the classical electron radius,vi is the
average ion velocity,ve is the electron velocity,f (ve) is the
flattened electron velocity distribution

f ~ve!5
me

2pkBT'
F me

2pkBTi
G1/2expF2

mev'
2

2kBT'
G

3expF2
me~v i2v0!

2

2kBTi
G , ~3!

and

Lc5 lnF u^ve&2vi u
Qrevp

~ve2vi !
2

c2 G ~4!

is the Coulomb logarithm. Herêve& is the average electron
velocity at a point in the scan,v05u^ve&u2vc is the detuning
of the average electron velocity from its value at cooling
vc , andvp is the plasma frequency. The Coulomb logarithm
as formulated here takes adiabatic screening of the ions into
account@19#. During cooling, repeated collisions reduce the
temperature of the ion beam. In that case any difference be-
tween the average beam velocities will damp out. During
scans of the electron velocity, however, there is a tendency
for the ions to accelerate to the electron velocity, with a drag
force as described by Eq.~2!. When the relative velocity is
large, as in the case of high-energy DR resonances, the drag
force is small and can be neglected. This can be understood
by noting that the drag force scales as;1/Dv2 for large
differences in average relative velocitiesDv. Typically, for
high-energy resonances, the scan begins with a sharp jump
away from the ion~cooling! velocity to avoid prolonged in-
teraction at small relative velocities.

When the range of interaction velocities includes the low-
velocity region, acceleration of the ions occurs@20#. Since
the interaction velocity is given by

Dv5~^ve&2v i ! YF12
^ve&v i
c2 G , ~5!
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accurate determination of the ion velocity is essential. If the
ion velocity varies during the scan of electron velocities,
some estimate of average the ion velocity functionv i(t)
must be made. In the present case we approximated the ion
velocity through the differential equation

dv i
dt

5
h

Mi

Li
Lr
Fz~ t !, ~6!

whereMi is the ion mass,Li /Lr is the ratio of the interaction
region to the length of the ring and represents the fraction of
time over which the force is applied as ions circulate in the
ring, Fz(t) is the longitudinal component of the drag force,
andh is a coupling parameter that will be described below.
Equation ~6! was solved numerically@21# using the esti-
mated longitudinal electron velocity functionv0(t) and the
initial conditionv i(0)5^ve(0)&. The electron velocity func-
tion includes the effects of electron beam space-charge and
distortion of the input ramp function by the cathode high
voltage supply. As described in Ref.@18#, accurate calcula-
tion of the space-charge requires an estimate of the trapped
positive ion contribution. The trapped positive ions, formed
by ionization of residual gases in the ring and bound by the
electron beam space charge, increase the electron velocity in
the cooler. Estimation of this space-charge compensation is
made by comparing the electron velocity at cooling~as ob-
tained from the Schottky frequency of the velocity matched
ions! to the electron acceleration energy arising from the
cathode voltage. The space-charge compensationz is then
determined by the condition

eVc2Ec5S 1ve2
z

vc
D Ir cmec

2

e F112 lnS r tr bD2S rr bD
2G ,

~7!

whereVc andEc are the cathode voltage and electron energy
at cooling, respectively,ve is the electron velocity,vc is the

electron velocity at cooling,I is the electron current,r c is the
classical electron radius,r t andr b are the radii of the cooler
tube and electron beam, respectively, andr is the distance
from the electron beam axis. For the evaluation ofz at cool-
ing ve5vc . The conditionr50 is assumed throughout the
experiment. In order to test our estimation of the relative
velocities determined from Eq.~6!, data was acquired by
scanning over the range of interest four times in a zig-zag
pattern as shown in Fig. 1. The electron velocity was ramped
to higher and then lower relative values, crossing the cooling
velocity at the center of the ramping interval. In this way the
drag force on the ion beam changed both strength and direc-
tion in a nontrivial manner. Our method consists of employ-
ing the numerical solution to Eq.~6! in Eq. ~5! when calcu-
lating the interaction energies of the four data sets. The
success of the method is gauged by the standard deviation
obtained when comparing the four sets of energy values.
Because the expression for the drag force, Eq.~2!, is consid-
ered an approximation, we include a single adjustable param-
eter in the solution of Eq.~6!. The parameterh is varied in
order to minimize the standard deviation of the peak ener-
gies. Use of this parameter allows us to reduce the errors
associated with uncertainties in the temperaturesT' , Ti and
the length of the interaction regionLi . This parameter does
not change the functional form of the drag force, and is thus
interpreted as a coupling parameter.

Figure 2 shows the ion energy versus time as obtained
from Eq.~6!. The curve shown at the top illustrates the rapid
acceleration of the ions at low relative velocities. In the
neighborhood aroundt52 sec the electron velocity passes
through the original cooling velocity. At that point there is a
rapid acceleration of the ions causing the relative velocities
to cross zero before the electrons reach the cooling velocity.
Immediately afterwards the ion velocity rapidly decreases as
the electron velocity falls below the ion velocity. We have
noticed that this curve is roughly symmetric when the drag
force is weak, but asymmetric when the drag force is strong,

FIG. 1. ~a! Four scans of the
relative velocity were taken by
ramping the electron velocity as
shown in ~b!, producing the four
data sets shown here. The sets
merge at approximately 5.0, 6.0,
and 7.0 sec. Sets two and four are
mirror images of sets one and
three. The scans follow 3 sec of
cooling. These data were obtained
in approximately 2 h during which
605 complete cycles took place.
For reference, the interaction ener-
gies, uncorrected for electron
space charge and ion acceleration,
are shown in~c!. Note the large
structure appearing at the ends
and center in~a!. This large inten-
sity is ten times the estimated ra-
diative recombination rate at zero
energy, and is produced by large
DR resonances lying below 10
meV.

53 2329DIELECTRONIC RECOMBINATION OF BORONLIKE ARGON



with the plateau att,2 sec appearing at higher energies than
the t.2 sec plateau. The bottom curves show the standard
deviations of two peaks selected to gauge the accuracy of the
calculated ion energy. The first peak is located near 0.3 eV
and the other near 3.9 eV~see Fig. 3!. The coupling param-
eter h was varied and the data points shown in the figure
obtained. Quadratic curves, also shown in the figure, were fit
to these points to estimate the optimum valueh50.935. In
practice this is an iterative process, since the drag force is
strongly dependent on the electron temperatures used. There-
fore the ion energy was calculated initially with expected
values of these parameters, and preliminary fits to the DR
peaks were made to determine the best-fit temperatures. The
values used in the final drag force calculation were
kBT'5231022 eV andkBTi51.531024 eV. When the ini-
tial estimates of these parameters,kBT'51022 eV,
kBTi51024 eV were used, the optimum value ofh was

estimated to be 0.75. We interpret the 0.935 value as further
evidence that the temperatures obtained from the fits to the
DR resonances are more accurate. The final standard devia-
tions for lines fitted to the spectra above 0.2 eV are listed in
Table I. As shown in Fig. 2, the peak near 0.3 eV has a
standard deviation of less than 10 meV.

C. Data analysis

In order to determine resonance strengths from the spectra
we converted the data to rate coefficients,

a~Ec!5
Nc8

dt

g2

neNiLi /Lr
, ~8!

whereEc is the energy calculated for channelc, Nc8 is the
corrected number of counts in channelc, dt ~4/3000 sec! is
the time interval per channel,g is the Lorentz factor,ne is
the electron density at energyEc , andNi is the number of
ions circulating in the ring.

In order to facilitate detailed off-line analysis, data was
collected in event mode. Here an event is the detection of an
ion by the SBD. Along with the SBD pulse height, the cath-
ode voltage and time~relative to the start of the machine
cycle! was recorded. The time is recorded because it is avail-
able at high precision directly in digital form, and is there-
fore immune to noise. Transformation of this time spectrum
to cathode voltage is performed off-line by averaging, for
each time channel, the recorded cathode voltages. In addition
to a small correction for the decay of the ion beam during the

FIG. 2. ~a! Ion energy as a function of time as calculated from
the drag force. Note the sharp changes near zero relative velocity, at
t50, 2, and 4 sec.~b! Standard deviations of two peaks at opposite
ends of the spectrum~see Fig. 3! as the drag force coupling param-
eterh is varied. The optimum value ofh was taken as the value at
the minimum of the quadratic fit curves shown.

FIG. 3. Experimental results obtained from the first data set.
These data have been corrected for dead time and beam decay, and
the energies include the drag force correction as displayed in Fig. 2.
The peaks at approximately 0.3 and 3.9 eV~arrows! were used to
minimize the standard deviations of the four transformed energy
values and therefore optimize the ion velocity correction. Fits of 48
lines were made to this and the other three sets of data. The non-
resonant background above 0.2 eV is produced by RR and electron
capture from residual gases. Below 0.2 eV the background is sig-
nificantly enhanced beyond the calculated RR contribution; see Ref.
@24#.
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scans, the number of countsNc in each channel was cor-
rected for dead time. In this case the dead time was domi-
nated by the CAMAC-based data acquisition system and was
approximatelyTd5931024 sec. Thus the dead time was a
substantial fraction of a channel width. Correction for the

dead time was therefore nontrivial, since events in any chan-
nel have a large probability of blocking events in the follow-
ing channel. Two methods were used to check our dead time
corrections. First, the corrected rate at zero relative energy,
neart52 sec in Fig. 1, was compared to the rate measured

TABLE I. Experimental energies~eV! and strengths (10220 cm2 eV!. The experimental energies have
uncertainties that are dominated by systematic errors in the c.m. energy transformations; the standard devia-
tion sE of the four values obtained from the fits is therefore listed. The corresponding strengths have
uncertainties that, aside from any systematic errors, are determined from the standard errores of the four fit
values. The systematic uncertainty is 20%. The horizontal lines separate the energy regions as in Table II.
Lines fit to the data below 0.2 eV are listed in Ref.@24#.

Eexpt sE Sexpt es

0.235 0.009 60.9 12.8
0.257 0.008 90.0 14.8
0.331 0.009 179 6.55
0.364 0.020 57.9 8.50
0.389 0.013 86.1 10.4
0.422 0.012 78.4 1.65
0.452 0.012 70.1 3.90
0.562 0.012 45.5 1.85
0.660 0.012 61.4 2.64
0.700 0.013 98.9 3.54
0.796 0.013 106 1.50
0.908 0.013 59.7 3.10
0.957 0.014 145 5.10
1.031 0.014 84.9 2.55
1.092 0.013 97.7 7.20
1.128 0.013 132 8.40
1.204 0.016 26.8 0.64
1.379 0.019 43.2 1.22
1.451 0.019 54.3 0.55

1.862 0.024 19.6 2.33
2.152 0.024 31.2 3.24
2.235 0.026 83.8 5.70
2.325 0.031 80.1 5.80
2.393 0.024 103 9.85
2.516 0.028 84.2 8.15
2.577 0.026 115 4.81
2.665 0.032 37.5 4.12
2.853 0.028 14.9 1.90

3.218 0.021 8.58 1.93
3.344 0.021 66.8 0.74
3.516 0.021 87.6 0.59
3.630 0.020 63.9 1.24
3.739 0.017 54.7 3.83
3.827 0.019 88.8 2.63
3.915 0.025 183 3.12
4.007 0.030 53.5 1.74
4.102 0.026 28.4 0.95

4.346 0.019 13.1 1.74
4.684 0.033 20.0 3.06
4.791 0.038 29.3 3.86
4.878 0.034 25.9 6.30
5.324 0.046 5.96 0.04
5.439 0.030 17.7 0.30
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with a fast counter gated to record at zero relative velocity;
the corrected rate was approximately 9% lower. Any errors
in the correction are expected to be smaller at the lower rates
found elsewhere in the spectrum. Secondly, the dead time
corrected rates were used to estimate, for each channel, the
number of cycles in which exactly two events were expected
to occur. This estimate was then compared to the actual num-
ber of cycles containing exactly two events as recorded in the
list file. The agreement was found to be satisfactory except at
the highest count rates, which occur near zero relative en-
ergy. This error is not unreasonable, since the event rates at
this energy are high relative to the reciprocal dead time. The
overall uncertainty is determined by possible systematic er-
rors in the number of ions in the ring and the length of the
interaction region. Each of these quantities has an uncer-
tainty of 10%, so that the total systematic uncertainty is 20%.
The final transformed spectrum from the first data set is dis-
played in Fig. 3.

D. Data fits

Although four sets of data were obtained from the scans,
it is not practical to combine them through, for example,
some sort of averaging. This is because the energies are not
exactly matched, and combining them in that way would
obscure the observed features. We therefore made indepen-
dent fits to the four data sets, obtaining four sets of energies
and resonance strengths. A total of 48 lines were fit to the
experimental data. The criteria used in the fits were kept as
simple as possible: we used the minimum number of lines
necessary to reproduce the observed spectra. As discussed
below, more than 200 resonances contribute to the spectra in
this range. However, the number of meaningful features in
the spectra is considerably less even at this energy resolution.
As a result of this procedure, one-to-one correspondences
between observed features, or the lines fit to them, are not
attempted. This approach uses the number of lines fit to the
data as one of the fit parameters. The transverse and longi-
tudinal temperatures are the remaining essential parameters,
and are common to all the fits to all four spectra. A local
background, treated separately for each group of resonances,
was included in the fits. A linear background was fit for
energies greater than 0.5 eV. For the low-energy region,
where the background is dominated by radiative recombina-
tion, the calculated radiative recombination rate coefficient,
including screening@22#, was used by employing an overall
multiplicative constant as a fit parameter. As in the drag force
calculation, an iterative procedure was used. The RR rate
coefficient curve was calculated using the temperatures ob-
tained from the initial fits@23#, and an overall constant mul-
tiple of the calculated RR curve was used in the final fits. In
the final fits the multiplicative RR constant was found to be
1.6. This might tend to indicate that a somewhat lower trans-
verse temperature should have been used to calculate the RR
curve. However, it should be noted that the nonresonant
background is not a substantial feature in the low-energy
region since the resonances in this region are strong and
numerous. Therefore we do not interpret the background fit
as a good measure of nonresonant recombination in this re-
gion. Indeed, the RR curve is used only to improve the ac-
curacy of the fits to the DR resonances by providing the
proper functional dependence to the background in this re-

gion. A detailed description of the treatment of the nonreso-
nant background in these data can be found in Ref.@24#.

Although the ideal procedure would allow both tempera-
tures as free parameters along with the intensities and ener-
gies of the lines, we found that with such a large number of
free parameters unreasonable values were obtained for the
temperatures. We know, however, from several measure-
ments that the longitudinal temperature is 0.15 meV/kB or
less. Since the width and shape of the spectrum in the low-
energy range is dominated by the transverse temperature,
along with the estimated number of resonances within a
given feature, we fixed the longitudinal temperature to this
value. Our procedure then rested on the condition that the
transverse temperature used in the determination of intensi-
ties and energies be the same throughout the energy range for
all four data sets. Preliminary fits were made to the group of
resonances near 0.3 eV to determine the transverse tempera-
ture. The value obtained from this procedure was
kBT'52062 meV. The transverse temperature was ex-
pected to be close to 10 meV as discussed previously. The
reason for the higher observed temperature is not clear. The
group of resonances near 0.3 eV was chosen because the
density of calculated resonances in this region is fairly low,
and the large central peak in this group may contain a single
resolved resonance, allowing us to determine the approxi-
mate line shape. This spectral feature therefore has a large
influence on the estimated temperatures obtained from the
fits. Given the overlap of the observed features overall, val-
ues obtained for these parameters are influenced by the num-
ber of lines assumed to contribute to the shape of any given
spectral feature, so that the appearance of any well separated
line is of importance. The natural linewidths were not used in
the fits.

Results from the fits to the four sets of data above 0.2 eV
are listed in Table I. As mentioned previously, the fit lines
either cannot be identified with specific resonances or repre-
sent an aggregate of resonances in the immediate vicinity. No
estimate of the variation in the cathode voltage ramp from
cycle to cycle is included in the fit model; however, it cannot
be concluded that the widths do not include an instrumental
component. It is anticipated that as transverse temperatures
decrease through future improvements in cooler design, reso-
nances near zero energy will require increasing attention to
instrumental effects. With these points in mind, we can only
say that the true temperatures of the electron beam have up-
per bounds given by the fit results.

The four sets of line energies and strengths were averaged
to obtain the values reported in the table. The energies were
determined by minimizing the standard deviation of peaks at
opposite ends of the spectrum. Thus, the reported uncertain-
ties sE are standard deviations of the corresponding energy
values. This reflects the fact that these uncertainties are
model dependent, or nonstatistical in nature. The average
values of the resonance strengths, however, are not model
dependent, aside from any systematic errors resulting from
the dead time corrections or errors in other parameters such
as the interaction length or the number of ions in the ring;
that is, they are statistical in nature. Thus, the reported un-
certainties in these quantities are standard errors,es5s/AN
wheres is the standard deviation andN(54) is the number
of observations.
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III. THEORY

A. General

In the isolated resonance approximation~in which no in-
terference between close lying resonances is included!, and
with no interference between the direct and resonance re-
combination processes, the energy–averaged DR cross sec-
tion from an initial statei to a final statef via an intermediate
doubly excited stated is given in atomic units by@25#

s̄DR~ id f !5
p2

DEEd

gd
2gi

Aa~d→ i !vd , ~9!

with

vd5
Ar~d→ f !

( jAa~d→ j !1(kAr~d→k!
. ~10!

Here,gd andgi are the statistical weight factors for the in-
termediate and initial states, respectively;Ed is the Auger
energy andDE is the energy bin.

In general, the spectrum of DR cross sections is quite
complex and small changes in theoretical resonance posi-
tions can give rise to markedly different looking results on
comparison with experiment; the total integrated DR cross
section changes little of course. It is often necessary to adjust
the theoretical resonance positions. However, spectroscopic
observations of autoionizing levels are, by their nature, rela-
tively sparse and ‘‘fitting’’ to the DR measurements that we
are trying to analyze is a rather circular approach.

B. Multiconfiguration Dirac-Fock method

In the present work the Auger and radiative transition
rates were calculated from first-order perturbation theory us-
ing the multiconfiguration Dirac-Fock~MCDF! atomic
model @26,27#. In the MCDF model the energy levels and
bound-state wave functions were calculated in the extended-
average-level scheme@26#. The calculations were carried out
in intermediate coupling with configuration interaction from
the same complex. All possible Auger channels and electric
dipole transitions leading to stabilized bound states were
taken into account in the evaluations of radiative branching
ratios.

In general, the resonances below 6 eV arise from transi-
tions of the form 2s2p2nl (n56,7) with 2s22p1/2 excita-
tion and 2s2p2nl (n59,10) with 2s-2p3/2 excitation. The
calculations indicate that transitions ton58 do not appear in
this energy range.

In the MCDF calculations the 2s-2p excitation energies
for boronlike argon were found to differ from experiment
@28# by amounts ranging from 0.3 to 1.6 eV. As a result, the
calculated rate coefficients agreed rather poorly with the ex-
perimental results. After correcting the resonance energies
using the experimental 2s-2p excitation energies fair agree-
ment between MCDF theory and experiment has been at-
tained. The remaining discrepancies are probably due to er-
rors in the calculated resonance energies. It will be a
challenge for the theorists to calculate the resonance energies
to better than 0.05 eV for such complex systems with so
many DR lines.

C. Multiconfiguration Breit-Pauli method

The intermediate coupling calculations, using the Breit-
Pauli Hamiltonian~hereafter referred to as MCBP!, were car-
ried out within the independent processes and isolated reso-
nance approximations@29# using the AUTOSTRUCTURE

computer code@30#. The following Ar131 configurations
were included: 2s22p, 2s2p2, and 2p3. Continuum and Ry-
dberg electron orbitals were subsequently coupled to each of
the preceding configurations and all possible configuration-
mixed autoionization and electric-dipole radiation transition
probabilities were calculated. In addition, radiative stabiliz-
ing transitions of the form 2s2p2nl →2s2p2n8l 8 were in-
cluded hydrogenically forn8.2 and explicit configuration
mixed for n852. The dominant recombination resonances
over 0–5 eV are of the form 2s2p2 2S,2P,2Dnl for
n55,6,7 with small contributions from 2s2p2 4Pnl for
n510,11; then59 are just closed. The contribution from
2s22p(J53/2)nl for n530260 is extremely small~stabi-
lization is via the high-n Rydberg electron! and cannot be
distinguished in the experiment.

In order to adjust the theoretical energies, we assume that
the resonance positions, relative to the ground leveli of the
initial ion, are given byEj2Ei1Enl . HereEj is an excited-
level energy of the initial ion andEnl 52z2/n l

2 , wherez is
the residual charge of the initial ion and the quantum defect
is n l 5n2d l . The calculatedEj2Ei for the resonances are
replaced by spectroscopic values for Ar131 @28#. We note
that only a small number of nonautoionizing level energies
are required by this approach.

IV. RESULTS AND DISCUSSION

The data analysis procedure described above yielded four
sets of fit results, each containing 48 fit lines. The mean
energies and strengths of the 43 lines above 0.2 eV are given
in Table I. Results for the data below 0.2 eV include a strong
enhancement of the nonresonant background that cannot be
accounted for by radiative recombination, making interpreta-
tion of the intensity very close to zero relative energy depen-
dent on assumptions regarding the nonresonant background.
Those fit results and their analysis have been published sepa-
rately @24#. According to the calculations, the doubly excited
states in the spectrum below 6 eV contain outer electrons in
orbitals withn<11. In this experiment then-level cutoff due
to field ionization in the bending magnet was estimated to be
40 @31#, well above the range of activen levels contributing
to the observed spectrum.

In order to compare the experimental results with theory
we convoluted the averages of the four DR strengths ob-
tained from the fits to produce a single curve that describes
the experimental results. This curve is shown at the top of
Fig. 4. We consider this procedure to be superior to a simple
averaging of the four data sets, or the accumulation of all the
data in a single energy scan, for two primary reasons. First,
the nontrivial transformations of the four data sets to the c.m.
frame provides a mechanism for fine tuning the transforma-
tion parameters, since without the constraint of self-
consistency imposed on the energy correction model there
would be no objective method of testing the corrections. In
such a case one could argue that there is no greater value in
the corrected energies than in the uncorrected energies. Sec-

53 2333DIELECTRONIC RECOMBINATION OF BORONLIKE ARGON



ond, this method provides error bars for both the energies
and intensities of the fit lines. Because least-squares fitting is
inherently immune to overall intensity variations, the re-
ported error bars are a somewhat more realistic gauge of the
random variations of the intensities. To these advantages one
can also add that comparison of the total intensities in the
four sets provides a check on the decay of the ion beam

during the scan. This is valuable because the decay of the ion
beam is not given by the same exponential lifetime measured
for the cooled beam, since the strong nonresonant recombi-
nation contribution to ion loss is switched off during the
scans. In this regard we note that the scanning period is
limited by the ion beam lifetime, the synchrotron injection-
acceleration interval and the cooling period. As mentioned
previously the systematic uncertainty in the intensities is
20%.

The MCDF calculated resonances for this system are
shown in Fig. 4~b!. The 242 calculated cross sections have
been convoluted with the same electron energy distribution
used to convolute the experimental fit lines. The Lorentz
width of each resonance was used in the convolution, since
75 of the lines have widths greater than 5 meV. In fact, one
of the calculated lines, a 2s2p26 f 3G5 resonance at 4.71 eV,
has a width of 62.3 meV. The agreement is qualitatively
good. Comparison of the two curves shows that the most
strikingly similar features occur between approximately 3
and 4 eV. According to the calculations the intensity between
3 and 4 eV arises from 2s2p2nl states withn56,7 and
l >2. However, we note that these assignments are approxi-
mations, since the same outer electron configuration may
produce resonances at energies outside these designated
ranges according to their parentage~i.e., the coupling of the
core 2S,2P,2D). Table II lists electron configurations and
integrated cross sections for five broad energy regions. The
experimental cross sections below 0.2 eV overlap with the
rising nonresonant recombination peak in this range, and
their contribution to the overall rate of recombination de-
pends on the model assumed for the nonresonant back-
ground. There are indications that the nonresonant back-
ground at low energies may be strongly enhanced beyond the
RR contribution, therefore the value listed in Table II is a
lower bound on the DR strength in this region. From the
table one can see that the experimental intensities are twice
those of MCDF theory between 0.2 and 1.7 eV, but only 17%
higher overall between 1.7 and 6.0 eV.

The MCBP calculated cross sections are shown in Fig.
4~c!. The energy averaged cross sections, binned in 20 meV
intervals, were folded with the same electron distribution
used for the experimental and MCDF curves. Table II in-
cludes the total integrated cross sections. No resonances ap-
pear in the region below 0.2 eV; however, the total integrated
cross section between 0.2 and 4.2 eV differs from experiment
by only 1%. The rather large feature in the calculated spec-
trum just below 6 eV is probably larger than the experimen-

FIG. 4. ~a! Convolution of average line strengths obtained from
fits to the four sets of experimental data; see Table I. The lines have
been convoluted with the temperatures obtained from the fits,
kBT'520 meV,kBTi50.15 meV. The curve on the left of the dot-
ted line has been multiplied by 1/4.~b! Convolved resonances from
MCDF theory. The data to the left of the dotted line have been
multiplied by 1/2. The vertical lines divide the energy regions ac-
cording to the dominant configuration of the outer electron orbital
as in Table II.~c! Convolved resonances from MCBP theory.

TABLE II. Integrated cross sectionsI (10220 cm2 eV!. The configurations have the form 2s2p2nl ; the
resonances contained in each interval are listed according to the dominant outer electron orbitals from the
MCDF calculation.

I theory
nl (a) Elow(eV) Ehigh(eV) I expt MCDF MCBP

9l 0.0 0.2 .5178a 1581.2 —
6s,6p,7s,9l 0.2 1.7 1578 769.53 1493.88
6p,6d,7p,9l 1.7 3.0 569.3 582.54 629.47
6l ,7l (l >2) 3.0 4.2 712.5 507.00 773.80
6l ,10l 8 (l >2) 4.2 6.0 111.96 98.52 460.01

aThis value depends on the assumed form of the nonresonant background at low energies; see Ref.@24#.
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tal result because a decay channel is calculated to be just
open, when in fact it is just closed. The two broadest reso-
nances found are the 2s2p26 f 3GJ for J54 and 5 at 4.69
and 4.72 eV with widths of 68.2 and 70.3 meV, respectively.
However, we found that very little difference resulted from
convoluting the Lorentzian as opposed to energy-averaged
DR cross sections.

No recombination into metastable (2s22p 2P3/2) targets
was observed. This metastable state has a calculated lifetime
of 10 ms and an excitation energy of 2.8 eV. Such a short
lifetime precludes the survival of such targets after the 4-sec
injection-cooling interval. Although we are not aware of any
calculations of the cross sections for excitation of this state
through collisions with the rest gas, the fraction of ions in
this state is expected to be negligible. For comparison, the
combined contributions to ion beam loss~ionization, capture,
and scattering involving residual gases, and intense recombi-
nation with cooling electrons! during cooling cause the beam
to decay with a half-life of approximately 20 sec. It is pos-
sible to excite this metastable through electron impact when
scanning the energy range above 2.8 eV. However, a simple
estimate indicates that an electron impact excitation~EIE!
cross section of approximatelysEIE.10216 cm2 would pro-
duce an equilibrium metastable population of only 10%.
Given the weak oscillator strength for the metastable transi-
tion such a large cross section is not realistic.

Data were also obtained in the 140–190 eV energy region
for the measurement ofDn51 resonances for the present
system. The results of that work are presented in Ref.@32#.

V. CONCLUSION

Experimental and theoretical results for the dielectronic
recombination of Ar131 in the few eV range have been pre-

sented. We have found fair quantitative agreement between
theoretical and experimental spectral features and intensities
in the energy range above 3 eV. However, the calculations do
not reproduce the spectral features below 3 eV, and have
mixed results for the integrated intensities. The discrepancies
are probably due to errors in the calculated doubly excited
state energy levels in this region. Comparison of the experi-
mental and theoretical spectra indicates that this complex
multielectron system requires further study. In particular, we
have found in the present case that at high resolution the
qualitative description of the experimental spectrum is ham-
pered by the need for theoretical energies accurate to roughly
20 meV. Anticipated improvements to the electron cooler at
CRYRING and other storage rings should soon bring the
transverse electron temperature down to the 1-meV range,
further improving the experimental resolution at low ener-
gies @33#.
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