PHYSICAL REVIEW A

VOLUME 49, NUMBER 6

JUNE 1994

Excitation-autoionization contributions to the electron-impact
ionization of Kr*t-Kr7+

T. W. Gorczyca and M. S. Pindzola
Department of Physics, Auburn University, Auburn, Alabama 36849

N. R. Badnell
Department of Physics and Applied Physics, University of Strathclyde, Glasgow, G4 ONG, United Kingdom

D. C. Griffin
Department of Physics, Rollins College, Winter Park, Florida 32789
(Received 12 October 1993)

We report on calculations for the electron-impact ionization of the krypton ions Kr**—Kr’*. Re-
sults are first obtained from a configuration-average distorted-wave calculation. Multiplet-resolution
and channel-coupling effects are investigated using an LS-coupled nonrelativistic R-matrix method
for the excitation autoionization of Kr®* and Kr’*, and the inclusion of resonance effects is dis-
cussed. Term dependence and relaxation effects, which are found to be significant, are incorporated
through the use of pseudo-orbitals. These R-matrix results are found to be in good agreement with
LS-coupled distorted-wave calculations. Final results for the excitation-autoionization contributions
for Kr®* and Kr”* are obtained in a semirelativistic intermediate-coupled distorted-wave approxi-
mation, including both term dependence and relaxation effects. Comparison to experiment is made

where available.
PACS number(s): 34.80.Kw

I. INTRODUCTION

Electron-impact ionization of rare-gas ions is an im-
portant process occurring in hot plasmas such as those
encountered in controlled thermonuclear fusion research.
Modeling the physics in these systems requires reliable
theoretical collision cross sections to determine the ion-
ization equilibrium and to obtain temperature and den-
sity information about the plasma [1]. Krypton is intro-
duced as a diagnostic impurity for the central core, as a
source of electrons for studies of the edge plasma, and as
a radiation “coolant” for diverters. Thus accurate cross
sections at all ionization stages of the krypton isonuclear
sequence are required.

To date there have been a small number of such cross
sections measured and calculated for various krypton
ions. Tinschert et al. measured ionization cross sec-
tions for the ions Krt-Kr3* [2]. They found that the
parametrized Lotz formula [3, 4] for direct ionization out
of the 4p subshell adequately reproduced their experi-
mental results. Several other measurements have arrived
at similar conclusions [5-9]. Bannister et al. [10] per-
formed measurements for ionization of Kr®* and found
good agreement with distorted-wave calculations for di-
rect ionization out of the 3d subshell. In these four cases
the outer subshell has a high occupation number, so that
direct ionization is expected to be the dominant process.

However, when the target configuration consists of a
singly or doubly occupied outer shell outside of an in-
ner shell with a large occupation number, indirect pro-
cesses involving inner-shell excitation can become quite
important. Recently, Chen and Reed [11] calculated
electron-impact ionization cross sections for Kr?4* and
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Kr?5* using a relativistic distorted-wave method. They
noticed a dominant contribution from inner-shell excita-
tion autoionization of the form 2p — 3! and also signifi-
cant enhancement due to resonant excitation of the form
2pkl — 4l'nl" followed by double autoionization. The
target configurations are 2p®3s and 2p®3s? for Kr2** and
Kr?4+ | respectively, which satisfy the requirements noted
above for likelihood of strong indirect effects. Similar ef-
fects were noticed for Li-like, Be-like, and B-like Kr3!*-
Kr33+ [12], although direct ionization was dominant in
these cases.

Another region of the isonuclear sequence where indi-
rect effects may be substantial is around Kr'”* which
has a target configuration of 3p®3d. R-matrix calcu-
lations for the lower members of this isoelectronic se-
quence, particularly Ca® [13], Sc?* [14], and Ti®** [15],
have shown that 3p%3d — 3p®3d? excitation autoioniza-
tion dominates the ionization process in the threshold
region. For ions more than three-times ionized, how-
ever, the 3p°3d? terms are bound, so that the indirect
contributions arise from the weaker An > 0 transitions.
Furthermore, for highly charged Kr!”*, relativistic and
radiation-damping effects must be included.

A third region where large excitation-autoionization
and resonant-excitation double-autoionization features
might be expected is in the isonuclear sequence Kr**-
Kr’*. The 3d'°4s ground state of Kr’*, for instance,
contains only a single electron outside of ten 3d-subshell
electrons. These ions are fairly low charged as well,
meaning that radiation damping effects are not expected
to be important, but channel-coupling effects could be.
In this paper we carry out calculations for electron-
impact ionization of these four krypton ions and investi-
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gate the significance of channel coupling, multiplet res-
olution within a configuration, and term-dependence ef-
fects on the inner-shell excitation-autoionization contri-
bution to the total cross section for just Kr®+ and Kr’*.

The rest of the paper is organized in the following man-
ner. In Sec. II we briefly describe and compare the dif-
ferent theoretical methods that we use. We then present
results of configuration-averaged distorted-wave calcula-
tions for all four krypton ions in Sec. III. In Sec. IV we
study the 3d — 4d inner-shell excitation of Kr®* using
both R-matrix and distorted-wave methods in the LS-
coupling scheme. The same is done for Kr’t in Sec. V.
Section VI describes our intermediate-coupled distorted-
wave calculations for the excitation-autoionization con-
tributions in Kr®+ and Kr”t, followed by a brief sum-
mary in Sec. VIL

II. THEORETICAL METHODS

The direct-ionization cross section is calculated with
a configuration-average distorted-wave method [16, 17]
which uses partial-wave expansions for the incident, scat-
tered, and ejected electrons. These results are then
added incoherently to the indirect excitation cross sec-
tions, which are determined from either a distorted-wave
or close-coupling method. The branching ratios for au-
toionization are approximately one for Kr*t to Kr7*.

The first method we use to calculate the inner-shell
excitation cross sections is the configuration-average
distorted-wave (DWCA) approximation [17, 18], which
averages over the various LS terms arising from a given
excited configuration. The orbitals needed to describe
the target ion are obtained using the Hartree-Fock rela-
tivistic code of Cowan [19]. This method includes rela-
tivistic corrections and can account for relaxation of the
core orbitals by using a different basis for the ground and
excited configurations. It is a computationally inexpen-
sive method for the determination of the cross sections
to various autoionizing configurations. The major source
of error in this method comes from the fact that the LS
terms within a configuration, which may be numerous
and may have strikingly different characteristics, are ap-
proximated by a single configuration excitation.

We can account for the structure of a configuration
by explicitly including the various LS terms as target
states. One way to do this is to use a distorted-wave
LS-coupled (DWLS) method [20]. In this approxima-
tion, excitation from the ground state to each excited
term is allowed, but the coupling effects between these
terms is ignored. For highly charged ions this coupling
is negligible due to the dominant Coulomb potential [20,
21], but it is not clear how important such an effect is
in the region of ionization we are studying. Also ab-
sent from a DWLS formulation is the inclusion of res-
onance effects, which can contribute to the excitation
cross section through resonant-excitation double autoion-
ization. Although the distorted-wave method can be
used in conjunction with atomic structure calculations
for the (N+1)-electron resonance states, leading to the
independent-processes isolated-resonance distorted-wave
(IPIRDW) approximation [22,23], this approach does not

account for interacting-resonance phenomena, which in
certain cases can be significant [24].

To fully include channel-coupling and resonance ef-
fects, we solve the close-coupling equations using the R-
matrix method [25] as coded for the opacity project [26].
The multiconfiguration Hartree-Fock (MCHF) program
of Froese Fischer [27] is employed to produce target or-
bitals for input to the R-matrix codes. One advantage
of this method is that we can construct and use pseudo-
orbitals which are needed to properly account for term
dependence within a LS multiplet.

We have also made adjustments in the angular weights
portion of the R-matrix code [28] so that the exact same
method for generating angular coefficients for the R-
matrix calculations are used for the DWLS method as
well. This required a restructuring of the program to pro-
duce as output only those coefficients that are required
by the DWLS code. In this part of the R-matrix calcu-
lation, the angular coefficients are normally calculated
for bound-bound, bound-continuum, and continuum-
continuum Hamiltonian matrix elements. Since the
present DWLS method does not use any (IN+1)-electron
bound wave functions, we have omitted all but the
continuum-continuum part of the calculation when us-
ing the R-matrix code to generate these coefficients. For
complex systems, the angular coefficients involved in the
bound portion of the total wave function can be more
extensive than those involved in the continuum portion,
so that omitting the bound-bound and bound-continuum
algebra leads to a substantial reduction in computational
effort. Using the same method for generating angular co-
efficients and the same bound-state orbitals for both the
R-matrix and DWLS calculations helps guarantee a con-
sistent comparison between the two methods.

We now point out some of the differences between these
last two computational methods. First of all, the DWLS
method does not orthogonalize the continuum solutions
to the bound orbitals. Because of this, we must augment
the off-diagonal potential interaction terms with energy-
dependent exchange-overlap terms. However, it is not
necessary to use the same set of orbitals to describe the
individual LS terms, and as such we can easily account
for the various relaxation and term-dependent effects [19,
29] that may exist. The R-matrix method, on the other
hand, imposes orthogonality between all orbitals, both
continuum and bound, in order to simplify the evalua-
tion of Hamiltonian matrix elements [25]. This condition
requires that each LS target term is described by the
same set of orbitals. It also necessitates the inclusion
of (N+1)-electron bound configurations to compensate
for the enforced orthogonality of the continuum orbitals
to the bound ones [25]. The first of these two restric-
tions makes it difficult to account for orbital differences
between various target terms; the second leads to pseudo-
resonance effects in certain cases. We shall address these
points with specific examples in Sec. IV.

The R-matrix method properly accounts for channel-
coupling effects, however, and implicitly incorporates res-
onance effects as well. It is therefore an essential method
for investigating the importance of these effects when
compared to the DWLS method. For this reason, we use
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the same target description for the DWLS and R-matrix
methods even though we are free to use different sets of
orbitals for the DWLS calculations. We remark that the
R-matrix treatment fails to include radiation damping
of resonances, which the IPIRDW method handles in a
straightforward manner, but this was found to be small
for the stages of ionization we are presently studying.

III. CONFIGURATION-AVERAGE
DISTORTED-WAVE RESULTS FOR KR*t-KR"+

As a first step, we performed DWCA calculations for
the electron-impact excitation autoionization of the se-
quence Kr**t-Kr’+. These indirect results are added
to distorted-wave direct-ionization results to obtain the
total-ionization cross section. We show these results for
Kr*t in Fig. 1. The thresholds for these various ioniza-
tion and excitation processes, as well as pertinent cross
section magnitudes, are listed in Table I. We note that
direct ionization of the 3d electron is not included in Fig.
1. This is because the resulting 3d°4p? configuration of
Kr®t will autoionize to the 3d'° configuration of Kré+
and thus contribute to the double-ionization cross sec-
tion of Kr**. Also shown in Fig. 1 are the crossed-beams
experimental results of Bannister et al. [30] presented in
the preceding paper. The theoretical and experimental
results show the same general behavior throughout the
entire energy range. Nevertheless, there are certain no-
ticeable discrepancies between the two. First of all, the
experimental data show a non-zero cross section below
the first-ionization threshold, indicating that metastable
ions may be present in the ion beam. This could account
for some of the difference in the near-threshold region.
More importantly, perhaps, is the fact that the DWCA
method does not include any resonant-excitation double-
autoionization contributions in this threshold region. In-
cluding such effects would lead to an extremely involved
calculation due to the complex structure of these config-
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FIG.1. Electron-impact ionization cross section for Kr*t.
Dashed curve, direct-ionization contribution, full curve,
configuration-average distorted-wave excitation results added
to the direct cross section, solid circles, experimental mea-
surements (Ref. [30]).

0

GORCZYCA, PINDZOLA, BADNELL, AND GRIFFIN

49
—~ 20
§
© 16
o
A\
=~ 12
c
o
o 8
3]
/7]
[2]
w 4
o
G
0 L
0 - 100 200 300 400 500
Energy (eV)
FIG. 2. Electron-impact ionization cross section for Kr°*.

Dashed curve, direct-ionization contribution, full curve,
configuration-average distorted-wave excitation results added
to the direct cross section, solid circles, experimental mea-
surements (Ref. [30]).

urations. As can be seen from Table I, the dominant con-
tribution to the cross section is the 3d — 4d inner-shell
excitation. Performing a complete LS-coupled R-matrix
calculation for this transition alone would require the 100
LS target terms associated with the 3d°4s24p?4d config-
uration to be included in the close-coupling expansion.
For ionization of Kr®* we show our results in Table II
and Fig. 2, where the 3d direct ionization contribution is
now included. The agreement between theory and exper-
iment is quite good, and the excitation-autoionization en-
hancement is more prominent for this ion than for Kri+.
The 3d — 4d transition is responsible for the largest con-
tribution. As noted earlier, we expect an increase in
the importance of indirect effects as the number of 4p
electrons outside the 3d subshell decreases. This general
trend is apparent as we proceed along the isonuclear se-
quence to the ionization of Kr®*. We show the results of
this calculation in Fig. 3 and Table III. The excitation-
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FIG. 3. Electron-impact ionization cross section for Krt.
Dashed curve, direct-ionization contribution, full curve,
configuration-average distorted-wave excitation results added
to the direct cross section.
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TABLE I. Configuration-average ionization and excitation cross sections for Kr**.
Subshell Ionization potential (eV) Cross section at twice threshold (Mb)
Ionization
4p 63.41 8.10
4s 79.77 3.99
3d 153.46 5.56
Transition Excitation energy (eV) Cross section at threshold (Mb)
Excitation
4s — 6s 60.21 1.45
4s — 6p 62.58 0.94
4s — 6d 66.31 0.99
3d — 4p 86.86 2.50
3d — 4d 112.37 4.48
3d — 4f 130.51 0.47
3d — 5p 123.68 0.43
3d — 5d 131.79 1.02
3d—>5f 138.92 0.31
3d — 6p 136.02 0.16
3d — 6d 139.79 0.44
3d »>6f 143.45 0.19
TABLE II. Configuration-average excitation and ionization cross sections for Kr®*.
Subshell Ionization potential (eV) Cross section at twice threshold (Mb)
Ionization
4p 77.76 2.46
4s 93.55 2.68
3d 171.34 5.11
Transition Excitation energy (eV) Cross section at threshold (Mb)
Excitation
3d — 4p 90.05 3.08
3d — 4d 117.53 4.76
3d — 4f 138.35 0.94
3d — 5p 132.55 0.44
3d — 5d 141.95 1.12
3d —+5f 150.43 0.55
3d — 6p 148.03 0.16
3d — 6d 152.55 0.48
3d—>6f 156.94 0.32
TABLE III. Configuration-average excitation and ionization cross sections for Kré*.
Subshell Ionization potential (eV) Cross section at twice threshold (Mb)
Ionization
4s 107.93 1.91
3d 190.21 4.60
Transition Excitation energy (eV) Cross section at threshold (Mb)
Excitation
3d — 4p 93.58 3.48"
3d — 4d 122.91 4.93
3d — 4f 145.78 1.47
3d — 5p 141.75 0.43
3d — 5d 152.34 1.18
3d =+ 5f 162.00 0.78
3d — 6p 160.46 0.16
3d — 6d 165.69 0.50
3d »>6f 170.76 0.44
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TABLE IV. Configuration-average excitation and ionization cross sections for Kr’™.
Subshell Ionization potential (eV) Cross section at twice threshold (Mb)
Ionization
4s 125.54 0.70
3d 211.16 4.05
Transition Excitation energy (eV) Cross section at threshold (Mb)
Excitation
3d — 4p 99.31 3.05"
3d — 4d 129.09 5.05
3d — 4f 153.79 2.03
3d — 5p 152.24 0.39
3d — 5d 163.94 1.19
3d =+ 5f 174.63 1.00
3d — 6p 174.36 0.15
3d — 6d 180.27 0.50
3d — 6f 185.94 0.55

autoionization process now dominates the total cross sec-
tion in the threshold region, due mostly to the 3d — 4d
excitation again. For this reason we will look more closely
at this excitation process in Sec. IV in order to study the
channel-coupling and multiplet-resolution effects not in-
cluded in the DWCA calculations.

The ionization cross sections for Kr’* are listed in Ta-
ble IV and plotted in Fig. 4, along with the experimental
data [30]. In the threshold region we see an order of mag-
nitude enhancement over the direct cross section due to
the indirect 3d — 4d excitation-autoionization process.
These DWCA results show a much more dramatic rise in
cross section than the experimental data, however. This
discrepancy is mostly due to describing the 3d°4s4d con-
figuration by a single excitation level. The effects of re-
solving this configuration into separate LS multiplets and
the effects of channel coupling will be investigated in the
paragraphs below.
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FIG. 4. Electron-impact ionization cross section for Kr'™.
Dashed curve, direct-ionization contribution, full curve,
configuration-average distorted-wave excitation results added
to the direct cross section, solid circles, experimental mea-
surements (Ref. [30]).

IV. LS-COUPLED CALCULATIONS FOR Kr¢+

As shown in the preceding section, 3d — 4d excitation-
autoionization dominates the ionization process for Kré+.
We further investigate this transition by explicitly in-
cluding the ten LS terms associated with the 3d°4s%4d
excited configuration in the target expansion and apply
DWLS and R-matrix treatments to the problem.

A. Choice of atomic basis

We first performed term-dependent Hartree-Fock
(TDHF) calculations for each of the individual terms sep-
arately. These results are listed in Table V. Although
further configuration-interaction (CI) mixing with con-
figurations of the form 3d'*°4p? and 3d°4p?4d was found
to be important in order to fully describe these terms,
such effects are negligible compared to the inaccuracies
introduced by using a single orthogonal basis as discussed
below. Furthermore, the inclusion of such complex con-
figurations in the target description leads to a more in-
volved R-matrix calculation.

We next calculated the CI energies obtained using var-
ious sets of orbitals. The natural choice for a single or-
thogonal basis is the 1s2s...3d4s orbitals obtained from
a TDHF calculation for the ground state, and a 4d or-
bital determined from a frozen-core HF calculation for
the average energy of the 3d°4s24d configuration. This
basis is referred to as GO+4d (ground-state orbitals plus
4d), and the resulting CI energies for this basis are listed
in Table V. Note that two main discrepancies exist be-
tween the TDHF values and those obtained with this
basis. First, the CI energies of the nine lowest excited
LS terms are roughly 3.5 eV above the corresponding
TDHEF values. This is primarily due to relaxation effects
in the 3d and 4s orbitals, the 3d relaxation being much
more significant. In the ground configuration, the 3d sub-
shell is occupied by ten electrons, leading to an effective
shielding by nine other 3d electrons. In the excited con-
figuration, on the other hand, the 3d orbital is shielded
by only eight other 3d electrons, and so it is “relaxed,” or
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TABLE V. Hartree-Fock and CI energies of Kr®t (eV).

LS term TDHF*® CI basis
GO+4d® RO+5dP RO+5d°
3d'%4s%21s 0.000 0.000 0.000 0.000
3d%4s%4d3S 122.472 125.847 120.605 121.784
e 123.732 127.206 121.809 123.033
tp 123.821 127.319 121.896 123.122
3p 124.821 127.319 121.896 123.122
el 124.060 127.603 122.132 123.361
3D 124.125 127.637 122.198 123.426
F 124.651 128.242 122.725 123.952
3F 124.651 128.242 122.725 123.952
'D 124.878 128.592 122.965 124.182
s 130.164 140.998 132.244 131.090

2 Relative to TDHF ground-state energy=—2742.461 a.u.
b Relative to CI ground-state energy=—2742.390 a.u. (1.932 eV above the TDHF value).
¢ Relative to CI ground-state energy=—2742.435 a.u. (0.708 ev above the TDHF value).

more tightly bound, compared to the same orbital in the
ground configuration. Since we have used a basis con-
taining the ground 3d and 4s orbitals to describe these
excited terms rather than the proper excited orbitals, the
resultant energies are higher than the TDHF values.

The second difference between the two results is that
the 1S excited-term energy is almost 11 eV above the
TDHF value. In addition to the approximately 3.5 eV
shift just described, this inaccuracy is also due to term
dependence [19, 29] of the 4d orbital. The strong 3d-4d
repulsive exchange potential which is present primarily
for this term yields a TDHF 4d('S) orbital which resides
at a larger radius than the 4d orbitals for the other nine
LS terms. Using the configuration-average 4d orbital to
describe this ! S term causes a large error in the threshold
energy value. More importantly, relaxation and term de-
pendence errors can lead to inaccuracies in the excitation
cross sections, as shown below.

One way to partially correct this term dependence
problem is to allow CI mixing between the 3d°4s24d and
3d%4s25d configurations, so that the 4d orbital for the
1S state is now represented by a weighted sum of the
configuration-average 4d and 5d orbitals. Relaxation of
the 3d orbital, on the other hand, can be accounted for by
using a basis set composed of orbitals determined from
a HF calculation for the average energy of the excited
3d°4s%4d configuration, thereby giving a more accurate
description for the excited terms. This leads to an inac-
curacy in the 3d'°4s? ground-state energy instead, but
this inaccuracy is approximately corrected by CI mixing
with the 3d°4s24d and 3d°4s25d configurations. The ba-
sis just described will be referred to as RO+5d (relaxed
orbitals + 5d orbital) and the resulting CI energies are
listed in Table V. The CI ground-state energy for this ba-
sis is almost 2 eV above the TDHF value, so that there is
an appreciable error in the ground-state description, and
this leads to shifts of about 2 eV in the thresholds for the
nine lowest excited LS terms. Even with this 2 eV shift,
the 1S excited LS term is still more than 2 eV above the
full TDHF value, showing that the 4d term dependence

is not fully accounted for by using just a single 5d orbital.

To further incorporate term-dependent effects of the
4d orbital in the 'S state, we could include CI mix-
ing with the 3d°4s26d configuration, and so on. This
requires an even larger R-matrix region to contain the
6d orbital, leading to a more difficult calculation, and
this additional orbital only partially corrects for term
dependence. A more straightforward way is to use just
one 5d pseudo-orbital, which does not correspond to any
one physical nd orbital, but rather is determined from
a MCHF calculation for the 1S excited state using the
3d°4s%4d and 3d°4s?5d configurations, where all other
orbitals are frozen. This pseudo-orbital then corrects the
1S term dependence of the 4d orbital exactly. The CI en-
ergies resulting from this RO+5d basis are listed in Table
V, showing that the energies of each LS term are within
1 eV of the respective TDHF values. The remaining dis-
crepancy is primarily due to error in the energy of the
3d'%4s? ground state term.

B. Excitation cross sections

We first investigate multiplet resolution within the
3d°4s%4d configuration by comparing DWCA and DWLS
calculations for just the 3d — 4d excitation. The DWCA
method includes relativistic corrections and uses a differ-
ent set of orbitals for the ground and the excited config-
urations. The DWLS method, on the other hand, lacks
any relativistic effects, and we have chosen to use a sin-
gle set of orbitals (the GO+4d basis) since we will be
comparing to the R-matrix method below. The results
of these two calculations are shown in Fig. 5. Although
the DWLS threshold results are shifted upward in en-
ergy due to the omission of relaxation effects, the cross
sections just above the final threshold are quite similar
in both cases. It is apparent that the main contribution
to the cross section is from excitation to the uppermost
1S term, and since this term is poorly described by a
configuration-average 4d orbital, there may be a large
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FIG. 5. 3d — 4d excitation cross sections for Kr®*. Solid
curve, LS-coupled distorted-wave results using the GO+4d
basis, dashed curve, configuration-average distorted-wave re-
sults.

error in this particular excitation cross section.

We can also investigate the importance of interchannel
coupling by comparing the DWLS and R-matrix methods
for the 3d — 4d excitation using the same GO+4d basis.
These results are shown in Fig. 6, and it can be seen
that coupling effects are not significant by noting that
the background R-matrix results are almost identical to
the DWLS results, the main difference between the two
being the resonance contributions which are inherent in
the R-matrix calculation. These resonance effects, which
are not too strong in this case, will be discussed later in
this section.

Section IV A| regarding the target description, illus-
trated that term dependence and relaxation effects cause
inaccuracies in the various threshold energies due to the
limitations of using a single basis. This alone does not

cm’)

-18

Cross Section (10
[\V]

o | L
120 130 140 150
Energy (eV)

FIG. 6. Excitation cross section to all ten 3d°4s%4d LS
terms of Kr®t using the GO+4d basis. Solid curve, 11-state
R-matrix calculation, dashed curve, LS-coupled distorted-
wave results.

pose any great problem since it is possible to adjust the
thresholds before performing the actual scattering calcu-
lations [31]. However, the use of a poor target orbital
also causes inaccuracies in the interaction potential, and
therefore in the excitation cross section. To see this, we
now compare excitation cross sections obtained using dif-
ferent bases. The results of an R-matrix calculation using
the RO+5d target basis are plotted in Fig. 7, and it can
be seen that several differences exist between these re-
sults and those obtained by using the GO+4d basis (Fig.
6). As shown in Table V and discussed above, the thresh-
olds are lower in energy for three reasons. First, relaxed
3d and 4s orbitals are used, so that the absolute energy of
the nine lowest excited terms will be more accurate. Sec-
ond, because the relaxed orbitals are used, the ground-
state absolute energy is greater than the correct ground-
state energy, which leads to even lower relative energies of
the excited states. Third, CI mixing between the 4d and
5d orbitals allows an approximate, but not full, correc-
tion for term dependence in the excited 'S term. These
RO+5d threshold energies are therefore inadequate, and
furthermore the excitation cross section to the 'S term
is only slightly reduced compared to that obtained with
the GO+4d basis. When the RO+5d basis is used, the
excited thresholds are fairly accurate; more importantly,
since the excited 'S term is now properly described, the
excitation cross section to this term is much smaller than
the previous two cases (Fig. 8). Thus the strong term
dependence of the 4d orbital must be accounted for not
only to obtain the correct excited 'S threshold, but also
to obtain the correct threshold cross section.

By comparing the DWLS and R-matrix results in Fig.
6, we determined that channel-coupling effects were small
for this case. But the same comparison in Fig. 8 seems
to suggest that coupling becomes more important when
using the more complex RO+5d basis. This discrepancy
is due to the existence of pseudo-resonances in the above-
threshold region arising from 3d°5d° (N + 1)-electron
configurations which interfere with the background cross
section. These states must be included in the total wave
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FIG. 7. Excitation cross section to all ten 3d°4s®4d LS
terms of Kr®* using the RO+5d basis. Solid curve, 11-state
R-matrix calculation.
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FIG. 8. Excitation cross section to all ten 3d°4s%4d LS
terms of Kr®* using the RO+5d basis. Solid curve, 11-state
R-matrix calculation, dashed curve, LS-coupled distorted-
wave results.

function expansion to compensate for the combined situ-
ation that first, the target states include some admixture
of the 3d°4s%5d configuration in their description and
second, the continuum orbitals are orthogonalized to the
5d pseudo-orbital. While these pseudoresonances are not
physically meaningful, it is not clear how these can be
eliminated without removing a necessary contribution to
the continuum channel description.

Another point concerning these resonances should be
made. As shown in studies of the isoelectronic sequence
Ca® [13], Sc2* [14], and Ti?* [15], inclusion of singly ex-
cited states in the close-coupling expansion significantly
decreases the resonance contributions to the total cross
section. This is because including the singly excited
states in the target expansion provides alternate decay

channels for the doubly excited resonances. We found
this same effect in calculations of inner-shell excitation
to the six nonautoionizing terms of the 3d°4s24p config-
uration in Kr®t. When singly excited target states of the
type 3d'%4snl were included, the resonance contributions
decreased. These resonances can also radiatively decay
to bound terms of the Kr®* ion, although this was found
to be a small effect in the present case. This radiative
process, which is routinely incorporated in the IPIRDW
method, is not accounted for within the standard formu-
lation of the R-matrix method.

A third consideration in the proper description of res-
onances is the inclusion of higher-lying 3d°nin'l’ tar-
get configurations leading to resonances of the form
3d°nin'€'n"1". While these target states are necessary in
order to properly describe resonance contributions, doing
so would require an extremely involved R-matrix calcu-
lation owing to the large number of channels obtained
from these configurations.

Due to the possible sources of error described above,
care must be exercised in using the R-matrix method to
describe resonant processes in complex low-charged ions.
In particular, a sufficient number of LS terms must be
included in the close-coupling expansion in order to in-
sure that all pertinent resonance contributions have been
accounted for. One should also be aware of the anoma-
lous effects of pseudoresonances. A sufficient number of
singly excited channels should be included for allowance
of alternate decay paths of the resonances. And finally,
for higher-charged ions, the effects of radiation damping
must be incorporated.

What we have seen in this section is that term de-
pendence and relaxation must be accounted for in or-
der to obtain reliable 3d — 4d excitation cross sec-
tions. Also, DWLS and R-matrix methods gave essen-
tially the same results for the background cross section.
The main difference is due to the resonances present

TABLE VI. Hartree-Fock and CI energies of Kr’t (eV).

LS term TDHF* CI basis
GO-+4d® RO-+5d°
3d'%4s%S 0.000 0.000 0.000
3d°4s(*D)4d*S 127.260 130.230 126.820
‘c 128.686 131.825 128.234
‘P 128.794 131.970 128.342
‘D 129.126 132.320 128.673
3d°4s(*D)4d*P 129.353 132.520 128.900
G 129.559 132.770 129.108
3d°4s(®*D)4d*F 129.725 133.029 129.271
3d°4s(*D)4d>S 130.535 133.147 129.718
’F 130.282 133.580 129.828
D 130.338 133.764 129.935
3d°4s(®*D)4d>*G 132.035 135.328 131.593
p 132.078 135.385 131.634
D 132.560 135.995 132.115
2F 132.963 136.446 132.523
s 137.413 149.308 138.558

® Relative to the TDHF ground-state energy=—2738.589 a.u.
® Relative to the CI ground-state energy=—2738.572 a.u. (0.454 eV above the TDHF value).
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in the R-matrix calculation. Since these resonances
are not reliable within the present close-coupling expan-
sion, as noted above, we concentrate our attention on
the excitation-autoionization contributions for which the
distorted-wave method has been shown to be perfectly
adequate. This we will do in Sec. VL.

V. LS-COUPLED Kr”+ CALCULATIONS

We now apply the same theoretical treatment of the
preceding section to the 3d — 4d inner-shell excitation
of Kr’t. In Table VI we list the Hartree-Fock ener-
gies of Kr’*, where interterm mixing within the config-
uration was allowed between terms with the same sym-
metry. In other words, the energy of the higher-lying
28 term, for instance, was obtained by first perform-
ing a Hartree-Fock calculation for the 3d°4s(3D)4d(%S5)
term only, thereby obtaining term-dependent orbitals.
Then using these orbitals, mixing was allowed with the
3d°4s(*D)4d(2S) term. This procedure was then re-
peated for the 3d°4s(1 D)4d(2S) term energy, and likewise
for the eight other doublet terms. Also listed in this table
are various single-basis CI results. For the GO+4d basis,
the orbitals up to 4s were determined from a TDHF cal-
culation for the 3d'%4s ground state, and the 4d orbital
was determined from a frozen-core HF calculation for the
average energy of the 3d°4s4d configuration. As in the
case for Kr®*, use of this basis leads to a roughly 3 eV
energy shift of the 14 lowest terms due to relaxation of
the 3d orbital. There is a 12 eV energy difference between
the TDHF and CI results in the uppermost 25 term due
to term dependence of the 4d orbital. When a relaxed-
orbital basis augmented with a 5d pseudo-orbital is used,
however, the CI energies, as seen in Table VI, show much
better agreement with the TDHF values since relaxation
and term dependence are now included.

The excitation cross sections are again quite sensitive
to the choice of basis. A comparison of DWCA and
DWLS results is shown in Fig. 9, where the GO+4d ba-
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FIG. 9. 3d — 4d excitation cross sections for Kr’™.

Solid curve, LS-coupled distorted-wave results using the
ground-state orbital basis, dashed curve, configuration-
average distorted-wave results.
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FIG. 10. 3d — 4d excitation cross sections for Kr’* using
the ground-state orbital basis. Solid curve, 16-state R-matrix
calculation; dashed curve, LS-coupled distorted-wave results.

sis is used for the DWLS calculation. Again the main
contribution to the total cross section comes from exci-
tation to the uppermost %S term, which we know is in
error due to the lack of term dependence. In Fig. 10 the
results of both R-matrix and distorted-wave calculations
are shown for the 3d — 4d excitation autoionization us-
ing the GO+4d basis, indicating that channel-coupling
effects are quite small. In order to include relaxation
and term dependence, we use instead the RO+5d basis
and obtain the improved results shown in Fig. 11. The
difference between DWLS and R-matrix cross sections
can again be attributed to the interference of a higher-
lying pseudoresonance with the smooth background cross
section.

VI. INTERMEDIATE-COUPLED
DISTORTED-WAVE CALCULATIONS
FOR Kr®t AND Kr’t

Sections IV and V have shown that the distorted-wave
method is a good approximation for obtaining the back-
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FIG.11. 3d — 4d excitation cross sections for Kr'* using
the relaxed orbitals and a 5d pseudo-orbital. Solid curve,
16-state R-matrix calculation; dashed curve, LS-coupled
distorted-wave results.
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ground excitation-autoionization cross sections for Kré+
and Kr”t provided that term dependence is properly in-
cluded. However, the previous DWLS calculations omit-
ted relativistic and radiative-decay effects. We there-
fore have performed intermediate-coupled distorted-wave
(DWIC) calculations, as previously described [32-34], in
order to obtain the 3d — 4d and 3d — 4f excitation-
autoionization contributions to the total ionization cross
section for both Kr®* and Kr’*. This method uses the
Hartree-Fock computer code of Cowan [19], and includes
mass-velocity and Darwin relativistic corrections [35], to
obtain orbitals for the ground and excited configurations
separately. The continuum distorted waves also include
relativistic terms within a semiclassical exchange approx-
imation. Branching between autoionization and radia-
tive stabilization is included by calculating the respective
Auger and radiative transition rates and computing the
proper branching ratios. This was found to be a minor
effect for both systems, but these ratios could be altered
to correct for term dependence as well, which we describe
below.

We first performed DWIC calculations for Kré+. The
3d — 4d excitation allowed CI mixing in the final con-
figuration of the form 3d°4s%4d + 3d°4s4p? so that ra-
diative stabilization to the 3d'%4s4p configuration could
occur. The continuum configurations 3d'%4skl (1=1,3,5)
were included as Auger decay channels. As noted above,
the branching ratios were determined to be close to one
for all doubly excited levels, and for the 1S;_¢ level, this
value is identically one. In order to include term depen-
dence, however, this value was modified as follows. We
first performed a 3d — 4d DWLS calculation using a
configuration-average 4d orbital and obtained a thresh-
old excitation cross section to the 3d°4s%24d'S term of
3.90 Mb. We then repeated this calculation using a 1S
term-specific 4d orbital yielding a reduced cross section
of 1.94 Mb. The resulting ratio of 0.5 was used as a mul-
tiplicative factor for the excitation cross section to the
3d°45%24d 1S _ level in the DWIC calculation. Thus the
4d term dependence is included in the 3d — 4d calcu-
lation. For the 3d — 4f excitation, no CI mixing was
required to allow for radiative decay. The 3d'%4s? is
present as a radiative decay channel, and the 3d'°4skl
(1=1,3,5) configurations allowed for Auger decay. In Fig.
12 we show the DWIC results for the 3d — 4d and
3d — 4f transitions, added to the configuration-average
distorted-wave direct-ionization cross section [16]. For
higher 3d — nl transistions, the DWCA results were
used.

The DWIC calculations for Kr’* were quite simi-
lar. The 3d — 4d calculation included the CI mixing
3d°4s4d+3d°4p? in the final configuration to allow radia-
tive stabilization to the 3d'%4p configuration. The Auger
channels included were 3d'%kl (1=0,2,4). The 3d — 4f
calculation included no CI since the excited 3d°4s4f con-
figuration is allowed to decay to 3d'%4s. The Auger
states included were 3d'%kl (1=1,3,5). The branching ra-
tios were nearly unity for all levels, and identically so for
the upper 3d°4s4d2S;_,/, level. DWLS calculations for
excitation to this term using a configuration-average 4d
orbital yielded a threshold cross section of 3.08 Mb. The
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FIG. 12. Electron-impact ionization cross section for

Kr®*. Dashed curve, direct-ionization contribution, full
curve, intermediate-coupled distorted-wave results for the
3d — 4d,4f excitations and configuration-average distorted-
wave results for higher 3d — nl excitations, added to the
direct-ionization cross section.

same calculation using a term-specific orbital resulted in
a cross section of 1.93 Mb instead, so that a branch-
ing ratio of 0.63 was employed as a multiplicative fac-
tor for the upper 25;_, /2 level in order to correct for
term dependence. These results are shown in Fig. 13.
We see that, compared to the DWCA results shown in
Fig. 4, the proper inclusion of term dependence within
a multiplet-resolved calculation has reduced the ioniza-
tion cross section so that the theoretical curve is in much
better agreement with the experimental results.

The DWCA results for Kr*t-Kr”*, the DWIC results
for Kré* and Kr”t, and the experimental measurements
[30] will be entered into the electronic atomic data base
at the Oak Ridge National Laboratory Controlled Fu-
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FIG. 13. Electron-impact ionization cross section for

Kr’*. Dashed curve, direct-ionization contribution, full
curve, intermediate-coupled distorted-wave results for the
3d — 4d,4f excitations and configuration-average distorted-
wave results for higher 3d — nl excitations, added to the
direct cross section, solid circles, experimental measurements

(Ref. [30]).
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sion Atomic Data Center and will thus be available via
internet to the entire fusion energy community.

VII. CONCLUSION

By studying the electron-impact ionization of the
Kr*t-Kr™* sequence, we have shown that the indirect
3d — 4d excitation-autoionization process is responsible
for the dominant contribution to the ionization cross sec-
tion. Furthermore, this excitation process exhibits strong
4d term dependence, as was seen for the Kr8* and Kr”*
ions, and relaxation of the 3d orbital must be accounted
for to obtain correct threshold energies. By properly
including term dependence, the major discrepancy be-
tween experimental and configuration-average theoreti-
cal results that existed in the near-threshold region for
Kr™* was resolved. And by comparing distorted-wave
and close-coupling methods, we were able to show that
channel-coupling effects are not too important for these
transitions.

The present limited R-matrix calculations cannot
properly assess the importance of resonances for these

ions. The full treatment of resonances within the R-
matrix formulation requires a very large expansion in
both higher-lying doubly excited states and lower-lying
singly excited states. Furthermore, inclusion of term de-
pendence can lead to unphysical pseudo-resonances. Rel-
ativistic effects must also be included. The IPIRDW
[22-24] method, including interference between resonance
structures, may be the most efficient method for includ-
ing the resonant-excitation double-autoionization contri-
butions.
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